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Definitions

e Xisthe population or universe. This is the set of objects that we wish to classify

e uis adistribution over X. u(x) is the probability to sample x

e Training data: n instances of x sampled from the population
accordington

9 = {(1171, y1)7 (an ?/2)7 sy (CCn, yn)}

e c*is an optimal classifier: correctly classifies every point of
the population X

e Cis the family of possible classifiers (or a set of functions
from X to {0,1})
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Shattering

A set US X is shattered by family C if the classifiers in C are able to give all the 2"V possible
classifications of these points

|U| = cardinality of the set U

Can all sets of
points be actually
shattered?



Shattering (Example)

Suppose our population X = R? and C is a family of linear classifiers
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U is the set of two points
U is shattered by C = C shatters any set of two points in R?




Shattering (Example)

If U is a set of 4 points, C is not able to shatter it = 4 points: impossible to shatter using linear classifiers



Shattering

Going a little further, we can check the following results:

e InR?, Faset U of 3 points that is shattered by C, a family of linear classifiers.
e InR3, Jaset U of 4 points that is shattered by C, a family of linear classifiers.
e In R2, A aset U of 4 points that is shattered by C, a family of linear classifiers.

e In R?, A aset U of 5 points that is shattered by C, a family of linear classifiers.



VC dimensions

Let X be the population and C be the family of classifiers. The Vapnik-Chervonenkis (VC)
dimension of Cis d if:

e There exist a set U, with |U| = d, shattered by C

e There does not exist a set U, with |U| = d+1, shattered by C

and C the set of linear classifiers,
the VC dimension is 3.

In our previous example, with X = R? B .|./ P

3 points shattered 4 points impossible



VC dimensions
Finite C
When the family of classifiers is finite, can we give an upper bound for the VC dimension?

Yes!

Suppose a set of m points:
Cl > 2™
m < log,(|C|)

VC dimension is the maximum number of points that can be arranged so that a classifier
from C can shatter them =

VC dimension < log,(|C|)



VC dimensions

C = every possible classifier, X = [0, 1] °

Since every classifier is in C, this family shatters sets of any size.
In this case,

VCdimension = oo.

ReLU

. R(z) =max(0, 2)

Neural Networks with activation function ReLU and k parameters

weights

For this family of classifiers,

VCdimension ~ k. @

Inputs<

* Sigmoid

* Hyperbolid
Tangent

* Rectified
Linear Unit
(ReLU)

« Leaky RelLU

* Maxout

activation function

o(®) ()
% = weighted sum \
Neuron




What does Sauer-Shelah lemma state?

Question: How does the VC dimension capture the flexibility of our classifiers?
A few more notations...
e Forany, S C X wecandenoteitas S = {wl, o T}

e (' (S) Setofalllabelings on S that are induced by C,
C(S) ={(c(z1),---,¢c(zm));c€C} and  C(S) C{o0,1}™

e For any natural number m, the maximum number of ways to split m points using classifiers in C:

C [m] = max{|C (5)|;|S] =m,S C X}



Sauer-Shelah Lemma and Proof

Lemma 1 If d = VCdim(C), then for all m, C[m] < ®4(m), where ®g(m) = 1%, (7).

Proof
The proof proceeds by induction on both d and m.

two base cases: when m = 0 and d is arbitrary, and when d = 0 and m is arbitrary.
e m = 0, there can only be one subset = C[0] <1 = ®,4(0)

e d = VCdim(C) = 0, no set of points can be shattered = Cm]=1 < ®¢(m)

We are done with the base casel!



Proof

We assume for induction that for all m/,d’ such that m’ < m and d’ < d and at least one of these
inequalities is strict, we have C[m/] < ®4(m/).

Now suppose we have a set S = {z1,2,...,2Zn} of cardinality m. Let H be a class of functions

defined only over {z1, s, ...,Z,} such that C(S) = H(S) = H. Since any S C S that is shattered
by H is also shattered by C, we have VCdim(H) < VCdim(C).

we add a representative function from H to Hp; we let Hy = H \ H;.

for each h € Ha, 3h € Hj such that h(z;) = h(z;) for i € {1,...,m — 1} and h(zy) # h(Zm).

For convenience, welet h(z,,) =1 and h(z,,) = 0.



Proof

By construction we have

|C(S)| = |H(S)| = |[H1(S)| + [H2(S)|-
Since Hy C H we have VCdim(H;) < VCdim(H) < d. Moreover, we can show

|H1(S)| = [H1(S \ {zm})]-

By induction we have:
|H1(S)| < ®4(m —1).

We omit the details, but we can show that,

VCdim(H,) < VCdim(H) —1<d — 1.

|H2(S)| = [Ha({z1, 22, - -, Tm—1})],

By induction we obtain: |Hy(S)| < ®4_1(m — 1).



Proof

Now we have two important results:

|H1(S)| < ®g(m —1) and  |Hy(S)| < ®4_1(m —1)

Let us combine them:

C(S)] < Ba(m — 1) + @1 (m — 1)
Since,
e (") 5 () 6) 50
1=0 1=0 3

Soweget |C(S5)| < ®4(m) We are done!



Polynomial Bound

So far, we proved:

C[m] < ®4(m), where ®4(m) = fzo ™)

(3

It's cool! But can we introduce a polynomial bound to make it even cooler?

Yes, we can! 3




Polynomial Bound

Lemma 2 For m > d we have:

Proof
Since m > d, we have 0 <

(45 () <2 () <5 ) () ()
D

First inequality due to d/m < 1

Sauer-Shelah lemma shows that when
Second inequality due to d < m

Next equality is binomial theorem
Last inequality is 1 + z < e” for all real x

m becomes larger than d, the function
C[m] increases polynomially rather
than exponentially with sample size m.



Pajor’s formulation of Sauer-Shelah Lemma

For every finite family of sets (green) there is

another family of equally many sets (blue =
outlines) such that each set in the second

family is shattered by the first family ~

0



Applications

Machine
Learning

e Probably approximately

correct learning (PAC) Graph Theory

e Strong orientations of
a graph

Computational
Geomet

e Range searching
e Derandomization
e Approximation algorithms
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